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ABSTRACT
Highly cited articles capture the attention of significant contributors in the research community 
as an opportunity to improve knowledge, source of ideas or solutions, and advance their research 
in general. Typically, these articles are authored by a large number of scientists with international 
collaboration. However, this could not be the only reason for an article to be highly cited, there 
might be several other characteristics for an article to be more attractive to researchers and 
readers. In other words, there are a few other characteristics that help articles/papers to be more 
than others to appear in search engines or to grab readers’ attention. In this study, we modeled 
several machine-learning methods with a set of articles, and journal characteristics including 
authors-count, title characteristics, abstract length, international collaboration, number of 
keywords, funding information, journal characteristics, etc. We extracted 20 characteristics and 
developed multiple machine-learning models to automate highly-cited papers recognition from 
regular papers. In experiments conducted with an ensemble machine learning algorithm, 97% 
recognition accuracy was achieved. Other algorithms including a deep learning method using 
LSTMs also achieved high recognition accuracy. Such high performances can be utilized for a 
promising HCP auto-detection system in the future.

Keywords: Artificial Intelligence, Machine Learning, Highly Cited Paper Indicators, Digital 
Libraries, Bibliometric Analysis.

INTRODUCTION

Scientific articles that are heavily cited by researchers and stand 
out as highly cited papers (HCPs) can be attributed to several 
factors. Among the well-known reasons is the international 
collaboration. Moreover, scientific papers with multi-country 
authors are in general cited more than single-country papers.[1] 
In general, HCP articles are important to the research community 
as an indicator of trending science.[2]

In the past two decades, there has been a significant focus on 
the analysis of it may affect the research funding strategy that 
changes, as a result, can help research administrations decide on 
the next research focus.[2,3] The HCP is one of the indicators used 
to identify quality research publication in the context of scientific 
excellence. Moreover, the HCP has been extended to quantify 
research performance at the institutional, university, and national 
levels.[4]

According to a European Commission benchmarking study, there 
is a growing interest in using highly cited papers as a metric of 

"world-class" scientific research.[2] HCP has been applied as an 
indicator for comparing the research performance of the EU 
countries since 2001. However, the application of citation count 
as an indicator is still controversial on how the HCP metric is 
related to scientific excellence.

The citation can be divided into positive or negative. Let us 
suppose that the positive citation occurs when one study refers 
to a previously published study with an agreement. On the other 
hand, a negative citation is uncommon because it is usually a 
formal expression of disagreement with the previous publication’s 
content.[5] Compared to "Regular" Cited Papers (RCP), highly 
cited papers are extremely different. They follow different citation 
curves, which may represent variations in the recognition 
function of the publications over time. Usually, the HCP curve 
is positively increasing with fewer fluctuations compared to RCP 
curves. The HCP starts dropping citations once a new related HCP 
raises. Furthermore, HCP has a wide variety of periodicals as well 
as papers from both related and unrelated subjects that frequently 
cite them. Figure 1 depicts an illustration of curve patterns for 
eight examples from HCP and RCP selected randomly from the 
collected dataset.

In Figure 1, we may observe the steady rise in citations received 
by HCP papers over time, while the RCP citations have fluctuated 
heavily during the same period. Another observation is the 
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number of citations received by HCP papers in a short period 
(One year from publication) is about ten times the number of 
citations received by RCP papers.

Numerous studies have looked into the elements of scientific 
articles that influenced how many citations were received. They 
discovered that an article having research collaboration received 
more citations overall than others.[6] Additionally, an article’s 
initial citation and subsequent citations are closely associated.[2,7] 
Such findings lead us to think about detecting HCP papers from 
their bibliometrics information.

We continue our previous efforts to study the HCP papers using 
a small set of paper characteristics (16 features) as reported 
in GM BinMakhashen, et al.[8] the previous study was able 
to identify HCP articles with an accuracy of up to 89% using 
machine learning. In this study, we extended the extracted 
characteristics to 20 features and optimized the models to reach 
higher recognition rates as detailed in Section 5. Moreover, we 
utilized the Clarivate (Web of Science) database as an illustration. 
This study develops automatic HCP prediction using bibliometric 
characteristics. Later, the study findings can be applied to other 
research databases.

HCP Paper Criteria

Absolute and relative criteria are two ways to identify highly cited 
publications. These techniques have already been discussed in 
research[2] and utilized in previous research studies to select and 
examine publications for research excellence.[1,2,9,10] However, we 
built the dataset for this study using Clarivate Analytics’ Essential 
Science Indicators (ESI). The selected paper is marked by the ESI 
as HCP if the paper received enough citations to be placed at the 
top 1% of its scientific field, otherwise, the selected paper is RCP. 
Due to its dynamic nature and connection to a specific academic 
topic, the ESI HCP thresholds are more frequently changing.

Research Contributions

In light of the observations made above, this study contribution 
is listed below:

1.  Extending the feature set from 16 to 20 features, and,

2.  Utilizing the initial citation information as indicated is 
important by other studies.[2,7]

3.  Conducting thorough machine learning experiments to 
improve HCP recognition accuracy.

4.  Comparing single ML models, Fusion of models, 
Ensemble models, and Deep Learning for HCP 
prediction.

5.  Analytically highlights the importance of the HCP 
characteristics.

The paper is organized as follows: Section 2 presents previous 
related work; the background of the machine learning models 
is presented in Section 3; Then, the experimental methodology 
is discussed in Section 4; Section 5 presents and discusses the 
results; Finally, the study conclusions and future work is presented 
in Section 6.

Related Work

In this section, we discuss related research that studied highly 
cited papers’ characteristics and machine learning for forecasting 
and prediction of HCP.

Highly Cited Papers

HCP can be characterized by its essential bibliometric  
information. These characteristics can be classified into three 
categories: paper, journal, and author. Among these characteristics 
are the title length, abstract length, and article pages.[11] Moreover, 
counts of keywords, references, tables, and Figures were also 
used for the HCP analysis.[12] Consequently, all these features are 

Figure 1: Eight citation patterns examples of published papers, A) High Cited Papers, B) Regular Cited Papers.



Journal of Scientometric Research, Vol 12, Issue 1, Jan-Apr, 202346

Binmakhashen and Al-Jamimi: An Intelligent Prediction for HCP 

representing an essential characteristic that authors may consider 
to improve their articles’ writing and get more citations.

Another important factor is the Journal Impact Factor (IF) or 
CiteScore (CS). A journal's impact can be viewed not only as a 
measure of journal quality but also as a measure of article quality. 
Therefore, the higher the IF or CS of a journal, the higher the 
confidence in the quality of its work. As a result, IF and/or CS 
contribute to the citation count of the paper.[12]

Several studies have shown strong statistical evidence that 
publication in high IF/CS journals is positively correlated with 
citation counts.[13,14] Moreover, the journal’s coverage and scope 
are among the essential factors for HCP. For example, articles 
published in multidisciplinary journals are expected to receive 
more attention than other published papers in specialized 
journals.[14] Similarly, journals’ coverage can play a positive or 
negative role in promoting the published articles to the journals’ 
audience. Therefore, national journals may receive fewer citations 
than international journal counterparts.[15]

In general, the number of author characteristics had a great 
influence on the citation of the scientific papers. Noorhidawati 
et al.[16] noted that most of his HCP papers had between two 
and five authors, and 25 % of the papers had ten authors or 
more. Further studies found a positive correlation between the 
number of authors and the citation frequency.[11,17] In addition, 
other author-related factors such as authors academic rank, 
productivity, and reputation had explored.[17,18]

Different fields of study often have different citation thresholds, 
as calculated by WoS.[8] Noorhidawati et al.[16] reported that more 
than 50% of his HCP belonged to Technology and Engineering 
fields, with only 16% representing medicine. Another study 
found that works in the social sciences were cited more frequently 
than works in the natural sciences.[18] Additionally, citations can 
be affected by field size. For example, publications on organic 
chemistry, analytical chemistry, and physical chemistry are cited 
more frequently than those on biochemistry.[19,20]

Machine Learning Methods

There are two objectives to target HCP in the literature:  
forecasting future citation count, and early detection of next HCP 
paper. For citation forecasting, researchers use a set of features 
that represent paper, journal, and author information, current 
citation count etc. These features can be computed from samples 
of published research metadata.[21] Then, a regression-based 
methods are used to forecasting the future citation count.[10] By 
targeting citation count as a response variable, scientists may 
predict important phenomena such as breakthrough research, 
new areas of research, long-term scientific impact, etc.[22]

On the other hand, HCP detection allows researchers to early 
recognize recently published papers as the next HCP. Similar 

to the first objective, some feature should be extracted from the 
metadata and preprocessed to build machine learning models.[22]

Ponomarev et al.[10] reported a predictive model to predict 
future citation patterns using a time-dependent analysis of 
citation rates. Papers with high citations are indicating research 
excellence. However, this is not a sufficient condition for the 
paper to be considered groundbreaking research. Therefore, 
a multidimensional feature space was used.[23] Another work 
by Wang et al.[24] used 25 features to predict low, medium, and 
high citations. Their developed model provided projections for 
15 years. In their work, first author, study quality, and journal 
reputation were found to be the most frequent predictors of 
citation frequency.

In addition, Wang et al.[22] integrated features extracted from both 
bibliometric and altimetric information to predict the rate of 
citation increase. Among the important factors identified was the 
leadership of the first author. Another study looked at early article 
citations for long-term citation regression.[25] However, long-term 
citations may not be maintained if groundbreaking research 
is identified. Thus, an early citation may not be effective in 
forecasting a long-term citation count. However, it could be used 
to build machine learning models with such initial information. 
The factors affecting the long-term citation growth of the paper 
were not fully identified.[26]

Contrary to the above results, Hurley et al.[27] reported that 
journal and linguistic characteristics were more important than 
the count of authors/co-authors in influencing citation behavior. 
They came to their conclusions using logistic regression models. 
In summary, identifying an effective set of characteristics can help 
researchers identify a list of tips to shape their scientific reports 
accordingly and draw attention to the findings their present.

In this study, we are developing a machine learning methodology 
for highly cited paper recognition using 20 features. Unlike the 
above studies where the task is to estimate the future citation 
count. In this study, we focus more on a set of HCP bibliometric 
information that can be utilized for HCP recognition. These 
findings will be of interest to writers and researchers in all 
disciplines seeking to improve their citation rates.
In this section, we present a brief background of each machine 
learning algorithm adopted in this study.

Support Vector Machines

SVMs are discriminant classifiers based on their assumptions that 
two types of data should be segregated.[28] So, the key task of SVM 
is to find a decision boundary that maximizes the segregation 
between the classes. This is done by optimizing the following 
equation:

  min  w,ξ     
1 _  2    w   T  w + C  ∑ i=1  

n     ξ  i   s.t. wT 

  x  n    t  n   ≥ 1 −  ξ  n    ∀  n   and  ξ  n   ≥ 0  ∀  n         (1)



Journal of Scientometric Research, Vol 12, Issue 1, Jan-Apr, 2023 47

Binmakhashen and Al-Jamimi: An Intelligent Prediction for HCP

where   t ∈  {   − 1; 1 }     and   ξ  n    are penalties for those points that violate 
the decision margin. As a final step, the classification outcome 
is computed after selecting the best parameters and training the 
algorithm by:

 arg max  
t
     ( W   T   X  test  )    t          (2)

For complex datasets, Cortes and Vapnik introduced a kernel 
trick in C Cortes, et al.[29] to transform the complex dataset into 
another easy-to-separate data by increasing dimensional space 
instantly. Therefore, Equation 2 is modified as follows:

 arg max  
t
     ( W   T   ϕ (  X  test   )  )    

t
        (3)

where   ϕ (. )     is called a kernel function.

Logistic Regression

A logistic model (or logit model) is a statistical model that 
predicts the likelihood of an event occurring (i.e., A paper 
is HCP). Logistic regression is used in regression analysis to 
estimate the parameters of a logistic model. The event’s log odds 
are a linear combination of one or more HCP characteristics. The 
logistic function is the Bernoulli distribution’s natural parameter 
and the "simplest" way to convert a real number to a probability 
as in Equation 4.

 

where   β  0    and   β  1    are the model parameters to be optimized using 
likelihood maximizing estimation.

Naive Bayes

Probabilistic-based supervised learning algorithms such as 
the Naive Bayes algorithm are used for solving classification 
problems based on the Bayes theorem. A Naive Bayes Classifier 
is one of the simplest and most efficient algorithms for building 
machine learning models able to predict events quickly. In 
general, an object’s probability is used in a probabilistic classifier 
to predict its likelihood. In Bayes’ theorem, prior knowledge is 
used to determine the probability of a hypothesis. It is also known 
as Bayes’ rule which has the following formula:

 p (A |  B)  =         P (B | A) P (A)  _ P (  B )             (5)

Where   P (  A )     is the prior probability,   P (  B )    is the marginal 
probability,   P (  A |  B )     is the posterior probability, and P(B|A) is the 
likelihood probability.

K-Nearest Neighbor

kNN is nonparametric classifier that identifies a query label based 
on evidence from its neighborhood samples in the training set. 
Furthermore, since it is a nonparametric method, the algorithm 
makes no strong assumptions about the decision space before 

evaluation [30]. Formally, a query sample x defines a set of the k 
nearest neighbors of x as   S  x   , where,

   S  x   ⊂ D s.t.  |    S  x   |   = k and ∀  (  x′ , y′  )   ∈  S  x    .

 dist (x,  x ′  )  ≤   min  
 { ( x   '' , y   '' )∈ S  x  } 

   dist (  x,  x ″   )          (6)

Then,   kNN (  . )     is defined as a function that returns the frequent 
label of the samples in   S  x   :

  kNN (x)  = mode (    y″   :  ( x ″  ,  y ″  )  ∈  S  x        (7)

where mode(.) is returning the most frequent label in the   S  x   .

Decision Trees

Decision tree method classify data instances by estimating the 
most appropriate rule along the tree (i.e., from the root node to 
the leaf node) to enable such algorithms to make decisions. The 
algorithm refines the decision for specific characteristics of the 
instance by iteratively choosing a branch/sub-decision at each 
point (node). When the algorithm reaches a leaf node, it produces 
a final decision (class label). Intermediate nodes can have at least 
two branches (child nodes), but leaf nodes have no children.

The decision tree algorithm is simple, but due to its structure, the 
number of nodes can be very large. In this work, decision trees 
are constructed using the Gini impurity method. Assuming we 
have C classes and p(i) is the probability of choosing an instance 
with class label  i , the Gini impurity is computed as:

 G =  ∑  C  p (i)  ×  (1 − p (i ) )       (8)

This is computed for all possible classes, and the smaller the Gini 
value is the one selected for splitting the branches of the decision 
tree.

Random Forest

Random Forest is a well-known ensemble algorithm for machine 
learning. This algorithm uses the bootstrap aggregation technique 
(bagging)[31] to build multiple uncorrelated decision trees. So, 
as the name suggests, a random forest builds a large number of 
individual decision trees that act as an ensemble classifier. Each 
tree in the random forest refines the rules for class prediction. 
Then the most frequently selected label from all trees becomes 
the class label.

Multilayer perceptron Neural Networks

A fully connected class of feedforward Artificial Neural Networks 
(ANN) is called a Multilayer Perceptron (MLP). It has been 
confirmed that the term "MLP" has been used ambiguously. 
It is sometimes applied broadly to any feedforward ANN, and 
at other times it is applied specifically to networks made up of 
several layers of perceptrons (with activation functions). The 
MLP architecture consists of three main stages; input, hidden, 
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and output layers. In the input layer, the data features are simply 
fed to the network with the forward-connected network to the 
hidden layer. At each hidden layer, several neurons are firing 
with certain activation functions. Then, the last group of neurons 
in the hidden layer is connected to the output layer. The output 
layer has a certain number of neurons equal to the number of 
expected outputs. Usually, the output layer produces a score value 
that can be interpreted as a probability to determine the label of 
the input sample as a positive class if it is greater than a certain 
threshold, otherwise, it is a negative class sample. Figure 2 depicts 
the MLP architecture. Such ANN network requires training to 
tune the internal and output models’ parameters. Such training 
is carried out using a backpropagation algorithm as described 
in R Rojas, et al.[32] The main function of the backpropagation 
algorithm is to converge to the optimal model’s parameters. The 
ANN network utilizes the learning error to control the speed of 
model convergence.

Long short-term memory networks

An artificial neural network called Long Short-Term Memory 
(LSTM) is employed in deep learning and artificial intelligence. 
LSTM has feedback connections as opposed to typical feedforward 
neural networks. Such a Recurrent Neural Network (RNN) can 
process entire data sequences in addition to single data points 
such as images, speeches, or videos. Because of this feature, LSTM 
networks are perfect for handling and forecasting data.

A standard RNN is analogized to have both "long-term memory" 
and "short-term memory" in the name of the LSTM. The 
activation patterns in the network change once per time step, 
analogous to how physiological changes in synaptic strengths 
store short-term memories. The connection weights and biases 
in the network change once per episode of training, analogous to 
how physiological changes in synaptic strengths store long-term 
memories. Figure 3 illustrates the LSTM single-cell structure. As 
we can observe the neuron shows an addition to a computation 
unit, the neuron has a state unit and short and long memories 
decision gates. The input to this neuron is also combined with the 
previous output of the cell (recurrent) to improve the neuron’s 
future output.

METHODOLOGY

In this section, we discuss the setup of the experiments 
by describing the dataset and machine learning models’ 
configuration.

Data collection

The database used in this paper covers both highly and regularly 
cited papers that were retrieved by performing the Clarivate 
query (WS=(Technology)) that was published between 2009 to 
2022. This query includes publications from eight research fields 

as categorized by Clarivate - Web of Science. These research 
domains are listed below:

1.  Construction and Building Technology

2.  Food Science and Technology

3.  Green, Sustainable Science and Technology

4.  Imaging Science and Photographic Technology

5.  Medical Laboratory Technology

6.  Nuclear Science and Technology

7.  Quantum Science and Technology

8.  Transportation Science and Technology.

The retrieved data was filtered to focus only on Article or Review 
types. The total dataset is 32700 records and there are 10231 
HCP records with more than 1,503,484 citations. We extracted 
bibliometric information from each record as tabulated in 
Table 1. We grouped them into three categories of features; 
1) Author-based features represents the number of authors, 
interdisciplinary and international/national collaboration, 

Category Feature Definition
Author-based AU Count of authors 

COL Inter. Collaboration : Count 
of Countries

AFF Interdisciplinary: Count of 
Affiliations

Article-based FUN Research Funding (True, 
False)

DT Title Length
TP Title punctuation count
KW Count of Keywords  (author)
KWP Count of Keywords  

(Clarivate)
ABS Abstract length of characters
REF References count
YEAR Publication year
CCW Citation Count WoS
CCT Citation Count all databases
USAGE180 Paper usage in the last 180 

days
USAGET Total paper usage to date

Journal -based VOL Journal Volume
ISSUE Journal Issue
SP Special Issue (True, False)
RACOUNT Count of Research Areas 
OA Open Access  (True , False)

Table 1: Features Definitions.



Journal of Scientometric Research, Vol 12, Issue 1, Jan-Apr, 2023 49

Binmakhashen and Al-Jamimi: An Intelligent Prediction for HCP

2) Article-based characteristics is including bibliometric 
information and text-based analysis such as the length of the title, 
number of punctuations, number of words in the abstract, etc., 
and 3) journal-based features cover the age of a journal (volume), 
issues, how interdisciplinary the journal is?, and whether the 
paper is published in an open-access style or not etc.

AI Models Configuration

Eight ML models were developed and analyzed in this study. 
The default parameters were found suitable for our dataset or 
the model is limited to fixed configurations such as Logistic 
Regression and Naive Bayes models. The Multilayer Perceptron 
classifier is set to its default setting.[33] Moreover, Decision trees 
and Random Forests were configured with Gini impurity method.

KNN is among the simple ML methods, yet, it can produce 
very complex decision space. Determining the K value is very 
important and usually, determined heuristically by an elbow 
method. Figure 4 illustrates KNN performances using various 
K values. The highest performance was recorded using K = 
1, however, the decision space of such a k value is complex. 
Therefore, K was set to 3 for the rest of the experiments.

Support Vector Machines algorithm has several hyper-parameters 
to tune. We can set how resilient SVM should be with violating 
samples (misclassification). This hyper-parameter allows us to 
develop flexible decision boundaries. Moreover, the data may 
not be separable, we need to configure the SVM with the right 
kernel to overcome such a problem. each of these kernels (except 
the liner) has several other parameters to tune. To automate 

such hyper-parameter selection, the Bayesian optimization 
method was adopted to find the best SVM hyper-parameters. 
Therefore, SVM hyper-parameters were set to C =10.0, degree=2, 
gamma=10.0, with a polynomial kernel.

LSTM is constructed with a shallow structure using Keras 
sequential model. The model has two layers of LSTM at the input 
stage. With 128 and 32 neurons. These two layers have 96,896 
trainable parameters. To regularize the LSTM network Dropout 
layers are introduced to avoid overfitting issues. These two layers 
are injected between the LSTM layers to the first Dense layer. 
The Dense layers are ANN network layers similar to MLP. The 
last Dense layer consists of one neuron to determine the label of 
the input. These two Dense layers have a total of 2177 trainable 
parameters. Table 2 lists the structure of the LSTM model.

RESULTS AND DISCUSSION

Feature Analysis

In this section, we discuss the data feature space. Table 1 tabulates 
the descriptive information of the dataset. The information 
represents the raw data as we can notice from the stats. The mean 
of authors per paper is about five authors per paper in general. 
However, HCP has a mean of six authors per paper and four 
authors for RCP. By studying the initial citations and usage, the 
mean citation of 187 citations for HCP and about 26 citations 
for RCP. RCP is accessed at least 7 times on average, while the 
HCP was used at least 30 times in the last 180 days. The complete 
descriptive stats of the data are tabulated in Table 3.

Figure 2: Multilayer Perceptron Neural Network Architecture.
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The skewness and Kurtosis of the data distribution are also 
computed. The skewness represents the shape of the distribution. 
It can be quantified to define the extent to which a distribution 
differs from a normal distribution. Almost all features are skewed 
Figure 5A. Most of these features are right-skewed while DT, KW, 
KWP, RACOUNT, SP, and OA are left-skewed.

Moreover, we calculated the kurtosis of the dataset to understand 
how thick these skewed tails are. In other words, Kurosis 
measures the thickness or/and heaviness of the distribution. 
Kurtosis may compute the height of the data distribution. Figure 
5B confirms thick tails for most of the characteristics as indicated 
with extremely positive values.

Experimental Results and Discussion

Table 4 summarizes the experiment results. The results illustrated 
in Table 4 is showing that the ensemble methods outperformed 
other ML and DL models in our experiments. Using the Random 
Forest algorithm, the model was able to generalize and predict 
HCP papers correctly with 97.9% accuracy using 20 features. The 
ensemble method created complex decision boundaries flexible 
enough to recognize HCP papers. Compared with the Logistic 
Regression (LR) classifier, the latter is limited with a separable 
dataset and it is a known limitation of LR to find a clear decision 
boundary in the non-separable datasets.

A second good algorithm for the study dataset is a decision tree 
algorithm based on the performance reported in Table 4. Given 
the complexity of the algorithm, the Decision Tree algorithm is 
less complex than Random Forest which gives the Decision Tree 
the preference. Moreover, the training time for Decision Trees 
was 26 times faster than Random Forests Table 5.

Figure 3: Long Short Memory Networks: The complexity of an LSTM Neuron.

Figure 4: KNN Model Selection.

Layer (type) Output Shape Param #
lstm_71 (LSTM) (None, None, 128) 76,288
lstm_72 (LSTM) (None, 32) 20,608
dropout_117 
(Dropout) (None, 32) 0
dense_110 (Dense) (None, 64) 2,112
dropout_118 
(Dropout) (None, 64) 0
dense_111 (Dense) (None, 1) 65

Table 2: LSTM Model Structure (99,073 Total Trainable Parameters).
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Other algorithms (SVM, MLP, KNN, and Naive Bayes) achieved 

similar performances in Train/Testing evaluation setting. In 

this setting, the data was divided into training and testing 

sets randomly. Such evaluation settings may maybe deceive 

researchers on model performance. As all these models achieved 

high performance in this setting, the Naive Bayes algorithm 

suffered significantly in the K5Fold evaluation setting. We can 
observe that the Naive Bayes achieved 86.2% average accuracy.

We conducted an experiment to assess the models’ integration 
(i.e., fusion). The integration of models was carefully conducted. 
We set weights relative to their single-shot performance and set 
the highest weight to the Random Forest classifier. Table 5 lists 
the weights of the training time of each model.

Feature Mean Std Min 25% 50% 75% Max
AU 5.19 17.31 1 3 4 6 1192
COL 1.71 1.50 0 1 1 2 42
AFF 3.31 5.12 0 1 2 4 248
FUN 0.66 0.48 0 0 1 1 1
DT 12.64 4.43 1 10 12 15 51
TP 1.40 1.30 0 1 1 2 23
KW 5.10 2.55 0 4 5 6 38
KWP 8.04 3.30 0 7 10 10 10
ABS 197.45 67.41 0 153 194 234 2088
REF 103.08 72.47 0 54 88 134 2030
YEAR 2018 3.15 2009 2017 2019 2021 2022
CCW 74.53 135.81 0 6 25 92 6864
CCT 77.08 140.67 0 6 25 95 6919
USAGE180 14.73 22.02 0 2 7 19 684
USAGET 94.91 146.50 0 15 40 113 3458
VOL 81.77 210.36 0 11 29 80 2676
ISSUE 5.16 29.58 0 0 2 8 2493
SP 0.04 0.19 0 0 0 0 1
RACOUNT 2.11 0.84 1 2 2 3 5
OA 1.24 0.87 0 1 1 2 4

Table 3: Dataset descriptive statistics.

Figure 5: Features Skewness and Kurtosis.
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Finally, with 200 epochs to build the LSTM model the training 
and validation started with 96% to 97% accuracy and fluctuated 
around the convergence minimum loss. Figure 6 illustrates model 
training accuracy and losses. We notice that the validation loss 
is slightly increased which may indicate the start of overfitting. 
The results of LSTM achieved high performance with 96.3% 
accuracy in Train/Test setting. Tabular data is claimed to be not 
suitable for deep learning models,[34] yet such a topic is still under 
investigation.

CONCLUSION

Highly cited papers are important indicators of research 
excellence in various fields. Usually, researchers and research 
management track such HCP to keep on top of their research 
domains and generate state-of-the-art research ideas. In this 
study, we extracted 20 characteristics from Clarivate papers’ 
records to build an automatic machine-learning model capable 
of recognizing HCP with high accuracy. We notice that the set of 
characteristics extracted in this paper is significant in representing 

HCP and RCP papers. The tree-based ensemble models were the 
best to recognize HCP in tabular data format. Moreover, other 
models with complex decision boundaries can also achieve such 
high performance. A simple Decision tree algorithm would be 
the best as it was built in 0.6 sec using 26,160 training records.

Future research will compare the proposed methodology to 
Clarivate using multiple databases, including Elsevier-SCOPUS 
and Dimensions. For research management and users, estimating 
the overlap among these paid databases would be crucial. 
Additionally, features and characteristics can be automatically 
extracted for deeper and more complex models using natural 
language processing (NLP) techniques.
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Figure 6: LSTM Model Training History.

Model Train/Test K5Fold
Logistic 87.61% 87.46%
Decision Tree 96.71% 96.07%
KNN 94.70% 93.75%
SVM 91.99% 91.82%
Random Forest 97.91% 97.50%
MLP 95.55% 95.54%
Naïve Bayes 95.54% 86.24%
Model Fusion 97.44% 97.57%
LSTM 96.31% 95.39%

Table 4: Experiments Results: Performance Accuracy.

Model Weights Training Time
Logistic Regression 0.05 0.6 Sec
Decision Tree 0.121 0.7 sec
KNN 0.125 0.0 sec
Naïve Bayes 0.12 0.0 sec
SVM 0.126 4.3 min
MLP 0.126 2.5 min
Random Forest 0.33 15.6 Sec

Table 5: Model Fusion Weights and Training Time.
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ABBREVIATIONS

ANN: Artificial Neural Networks; HCP: Highly Cited Papers; 
RCP: Regularly Cited Papers; KNN: K-Nearest Neighbors; 
SVM: Support Vector Machines WoS: Web of Science; LSTM: 
Long-Short Term Memory; MLP: Multilayer Perceptron.
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