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ABSTRACT
The extraction of the periodical non-stationarity feature of time series is obtained 
via the google trend data using keywords from modern sciences. This study aims to 
investigate when a keyword time series gives non-stationarity pics because this sat-
isfies that the analysis of non-stationary categorical time series yields goodness of fit 
practice in the prediction issue. This method is implemented via an algorithm which 
is based on the extraction of the non- stationary distance as well as the formulation of 
the polynomial regression. The non-stationary algorithm is applied and the statistical 
evaluation is obtained using the non-parametric Cochran’s Q Test. The Q test leads 
to the conclusion that the Medicine and Biochemistry sciences are ranking in the 
top of the user’s preference followed by Physics, Mathematics and Social Sciences, 
while the emerging sciences such as Material Science are in the last rank positions.
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INTRODUCTION

The Internet is the ubiquitous source of information, 63% of 
users use google for any search. In addition to the question of 
reliability, there are online search engines that “get excellent” 
in more specific areas and will provide solutions, depending 
on requirements and what you are looking for. Every day, 
Google’s search engine returns more than 5 billion search 
results worldwide. So, by collecting more data, a researcher 
has more space to improve his findings, which leads more re-
searchers, who in turn create even more data and the cycle 
never ends.[1] In this case, search results are based on value 
and utility, rather than on who can pay more. Organizations 
engaged in research and dissemination such as those of uni-
versity rankings use data of the previous five years.

Google Trends is a public web facility of Google Inc., based 
on Google Search that allows users to see how popular specific 
keywords or subjects are over a period. It shows how often a 
search term is entered relative to the total search volume across 
various regions of the world and in multiple languages.[2] The 
horizontal axis of the main graph represents time (Starting 
from 2004) and the vertical is how often a term is searched 
for relative to the total number of searches, globally. Google 
Trends shows the relative popularity of a search query.[3] In 
other words, relative popularity is the ratio of a query’s search 

volume to the sum of the search volumes of all possible ques-
tions. Furthermore, an important issue of the above is to fit 
the Google Trends entry with the terminology of the Citizen 
Science (CS).[4] Nowadays, the frequency of keywords which 
the citizens use the web consists of a significant factor that 
shows the impact of the Sciences. Furthermore, this mecha-
nism would allow advertisers and search engines to predict 
the effectiveness and quality of advertisements before they are 
shown.[5]

On the other hand, in some embodiments, the time series cor-
responds to the aggregated metrics of an entire source free of 
any precondition, the condition for this time series in a data 
structure. In this case, the time series is also referred to as a 
“conditioned” time series. In some embodiments, a source has 
some conditioned time series including the metrics like visits, 
page views, bounce rate, pages/visit, new visits and average 
time on site, etc.[6] An important metric of above is the met-
ric of the (non) stationary time series process.[7] Affirms that, 
Non-stationarity in the mean, which is a non-constant level 
and can be modeled in different ways. Taking this into ac-
count the google trends data is considered as “ordinary” time 
series case. Furthermore, in the case of the large conditioned 
time series stated that the problem considered in this paper 
is related to such datasets. This problem is referred in related 
studies.[8,9]And just as with “ordinary” time series the problem 
of forecasting or prediction in categorical series is of impor-
tance, except that usually, it concerns the estimation of a future 
transition probability given past data and auxiliary informa-
tion. Furthermore, the partial likelihood analysis of a general 
regression model for the analysis of non-stationary categorical 
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time series[10] showed that the prediction and the classification 
of the non-stationary categorical time series give goodness 
of fit in the prediction issue such as the martingale theory.[11] 

Thus, taking this into account the above theories a non-sta-
tionary metric of the time series consists of a significant issue 
regarding the prediction procedure. For this reason, a method 
that measures the non- stationary distance by obtaining each 
numerical series from its time-reversed series is adopted.[12] 

This distance is based on a novel stationary ergodic process, in 
which the stationary series has reversible symmetric features 
and is calculated using the Dynamic Time-warping (DTW) 
algorithm in a self-correlation procedure.

The strategy adopted here is to divide the Google trends data 
into a series of segments (64 weeks) and then to analyze one 
part of the division at a time for (8) eighth equal segments 
which correspond in weekly periods respectively. The Google 
trends data contains 12 datasets which correspond to 12 inter-
net’s popular keywords,[13] where each of these has data of 261 
weeks. Thus, the aim and scope of this study are to investi-
gate when a keyword time series gives non-stationarity pics. 
For this reason, the non-stationary algorithm is applied[12] and 
the statistical evaluation is obtained using the non-parametric 
Cochran’s Q Test.

MATERIALS AND METHODS

Method

The proposed procedure is divided into two sections. In the 
first section the basis of the algorithm is described giving the 
methodology extraction of the non- stationary distance as 
well as the formulation of the polynomial regression. Briefly 
the aboveprocedureisdepicted in Figure 1.

Related Work

The calculation of stationarity’s degree is based on previ-
ous works[12,13] in which it has been determined that a dis-
crete time stationary process ; 1,...,nM i n 

= 
 

  is time reversible 

for every natural number n[9] if the equation (1) is achieved.

( ) ( )1 2 1 1, ,... , ,...n n nM M M M M M−= 		   (1)

Then if it is assumed that a discrete time series ; 0,1,...,nM i n 
= 

 



corresponds a mirror time series which defined in equation 
(2).

; 0,1,...,n nN M i n 
= = 

 



 		  (2)

For this reason (Equation 2) the degree of stationarity is based 
on in the following assumption.[11,13,14-17]

n nM M error= −
 

 		  (3)

For 0error =  the time series nM
 yields a stationary process 

using the error calculation of dissimilarity measure between 
the discrete time series 

nM
  and the reversible nM



. This calcu-
lation is achieved via the Euclidean and Dynamic Time warp-
ing (DTW).Then the local dissimilarity of function { }f  is de-
termined for any pair of elements n nM N∧  with the shortcut: 

( ) ( )
, 1

, , 0
n

i ii j
d i j f M N

=
= ≥ 		   (4)

Accordingly, when the path is the lowest cost one between 
two series, the corresponding technique (DTW)[16] gives the 
warping curve ( ) , 1, 2,..., :k k Tϕ ∀ =

 		   (5)

The warping functions yxϕ ϕ∧  reorganize the time indices 
of M N∧ respectively. Let’s ϕ , the average accumulated 
distortion between the warped time series M N∧  is calcu-
lated.[16] as follows:

( ) ( ) ( )( ) ( )
1

,
, x xd k k m

d M N
M

ϕ
ϕ

κ ϕ

ϕ ϕ κΤ

=

= ∑ 		   (6)

Where ( )m kϕ is a per-step weighting coefficient and Mϕ is a 
normalization constant, which verifies the accumulated dis-
tortions which are comparable according to different paths. 
To confirm realistic warps, limitations are usually imposed on 
ϕ . The reason behind DTW is to discover the best align-
ment ϕ in order that 

( ) ( ){ }, min ,n n n nD M N d M Nϕϕ
=  		  (7)

Then, one picks the deformation of the time axes of M N∧  
which gets the couple of the time series in an alignment way.

Implementation Stage

The algorithmic steps are divided into two parts: The first part 
explains the basis of the algorithm into 5 steps and the second Figure 1: The Graphical Depiction of the Proposed Method.
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part which is the statistical procedure of the results consists of 
steps 6 and 7.

Basis of the algorithm

Step 1: Let’s consider the matrix M which contains the week-
ly data obtained by google trend with size ( )1 ,xR R N∈ and, 

( )
1

,
i

j
M j x M

=
⊂

Where ( ) ( )
1

, : ,0
i

j
M j x M x j x j i x R i

=
= + + + < < −

	
(8)

Let’s “j” the number of the repetition of the algorithm in the 
equal window length each time with unit step of sliding. Also, 
the indicator “i” is the used size of the window which is stable 
for every experiment and “x” is the starting point of the series.
[13] Then the respective mirror data set is:

( ) ( )
, 1

, : ,0
i

i j
N j x N x j i x j x R i

=
= + + + < < −  		 (9)

Accordingly, the stationarity value is obtained via the equa-
tion (7) and is presented in the below square matrix 

( ) ( )( )

1,1 1,2 1,i 1 1,

2,1 2,2 2, 1 2,

1

1,1 1,2 1, 1 1,

,1 ,2 , 1 ,

. .

. .
. . . . . .

, , ,
. . . . . .

. .

. .

i

i i

i

j

j j j i j i

j j j i j i

D D D D
D D D D

D M j x N j x

D D D D
D D D D

−

−

=

− − − − −

−

 
 
 
 

=  
 
 
 
  

 		  (10)

Step 2: Then the matrix [ ] ( ) ( )( )1 1 , , ,
ii

ii jA D M j x N j x= ==  (11a)

is constructed as well as using the same procedure a second 
matrix

[ ] ( ) ( )( )1 1
, , ,

ni
ii j

B D M j y N j y
= =

= ,		   (11b)

Where 0 y R n< < − is produced in order to construct a 
correlated pair of matrices. 

Step 3: There in after, aiming to produce a smoothing proce-
dure in the data of matrices [ ]1

i
ii

A
=

and [ ]1

i
ii

B
=

, using an pth 
order polyonym model,

then the new matrices 

are: [ ] 2 1

11 1 1 2 ( 1) ( 3)
, , , ,..., , ,

n n n k ki
i i i i i ki i i i i k n i k n

MA A A A A A A A
− +

= = = = = − − = − −
          =            

 similarly [ ]
1i

i MB
=

Step 4: Then [ ] [ ]1
0p i

c
F MA<

=
′= =  and [ ] [ ]1

0p i

c
G MB<

=
′= =  	 (11)

are calculated in order to extract the local maxima points of 
the graphs of the matrices [ ]MA and [ ]MB . 

Step 5:  Consequently, the differences between adjacent 
elements of [ ]F  and [ ]G  

matrices are calculated i.e.

  [ ] [ ]1 1
1 1 2 11 11 1

p pp p
c c c cc cc c

T F F T G G− −
− −= == =

=  −  ∧ =  −      		  (12)

RESULTS 

Statistical Procedure

Step 6: Consequently, the evaluation of the non-parametric 
Cochran’s Q Test is attempted in order to obtain a significant 
chance rate of the adjacent elements.

Step 7: Consequently, the results of the Cochran’s Q Test are 
ranked in order to be predicted the non-stationarity feature of 
each keyword. 

Experimental Part

In this stage, according to[15] Twelve different keywords are 
selected. This selection[15] tool placed according to combine 
the research literature of the Big Data and the Scopus database.

As a consequence, our approach to characterize Big Data lit-
erature makes use of the Scopus database combing different 
selected key-words useful to detect the trends and peculiarities 
of the Big Data research. These keywords are: Computer Sci-
ence, Engineering, Mathematics, Social Sciences, Medicine, 
Decision Sciences, Business, Biochemistry, Materials Sci-
ence, Physics, Earth Science and Energy. The experimental 
part considered of 12 datasets sourced from the google trends 
of the above keywords. In this experimental part, filters with 
google trends were selected: for 5 years from 6-9-213 to 6-9-
2017 total 264 weeks, for all areas and all the thematic catego-
ries of the machine search which collected from all geographic 
areas. The graphical representation of the above 12-time series 
corresponding to these is shown in Figure 2. 

Additionally, for calibration reasons, the steps of the proposed 
algorithm (see section 3.2) are implemented as follows:

Step 1: For a random value ( ]0, 264x i∈ −  with i=64 
and taking j=1:10 a matrix ( ),M i x  is constructed accord-
ing to equation 8. In the same way, the mirror of matrix M 

( ) ( )
, 1

, 1: ,0
i

i j
N j x N x j x j x R i

=
= + + + < < − is produced according to equa-

tion 9 (see Figure 3). Then the calculated degree of stationar-
ity D for x=45th week (see equation 10) is 0.3168. Similarly, 
the other values of the matrix ( ) ( )( )64

1
, , ,

i

j
D M j x N j x

=

=
size (64 x10) 

are obtained. 

Step 2: Thereinafter, the matrix [ ] ( ) ( )( )1 1
, , ,

ii
ii j

A D M j x N j x
= =

=  size (1x64) is 
obtained. Then for i=64 a new matrix [ ]64

1

i
A ii

D A=

=
=

  is pro-
duced.

Step 3: Using a polynomial p(x) of degree n=8, which returns 
AD


 the that are depicted in matrix AMD


Step 4: According to equations 11 the local maxima points of 
the graphs of the matrix AMD



is calculated in the new matrix
8

1 pp
F F

=
 =  

 
and 0

( )
A

p
MDF d
d w

 
= = 

 

 , where ( )d w is the variance of the 
time period. The graphical representation of the above twelve 
(12) graphs with the local maxima points corresponding to 
these are shown in Figures 3-14. 
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Step 5: Consequently, the differences between adjacent el-
ements of  [ ]F  matrix are calculated in the new matrix[ ]T . 
The adjacent elements are grouped into the following Eight 
weekly periods: (0-8), (8-16), (16-24), (24-32), (32-40), (40-
48), (48-56) and (56-64) (see Tables 2-13).

Results-Statistical Evaluation

Step 6: The evaluation of the non-parametric Cochran’s Q 
Test is implemented for each keyword. In more details, ac-
cording to steps (1-3) the implementation of the proposed 
algorithm is achieved by an eighth order polynomial model. 
In theoretic basis, the above procedure gives maximum Eight 
local pics. Then a table for each keyword is constructed which 
consists of 8 columns and 20 rows which correspond to week 
periods and Treatments (see step 1) respectively. Thus, in 
total 12 Tables (2-13) are created. Consequently, each table 
is submitted in the non-parametric Cochran’s Q Test on di-
chotomous data for 20-related trials stands on the hypothesis 
that the K=8 columns (Weekly periods see step 5) and N=20 
rows of N-by-K matrix have the same number of successes 
and failures. H==0 indicates that the null hypothesis cannot 
be rejected at the 5-significance level. H==1 indicates that 
the null hypothesis can be rejected at the 5% level. X should 
contain dichotomous values 0/1, where one value indicates a 
“pass” and the other value denotes a “fail”. In this experiment, 
the dichotomous values 0 and 1 indicate the (non) presence of 
the local pic respectively. The K=8 columns correspond to K 
related observations; the N=20 rows correspond to N distinct 

cases. Note that the coding of “pass” and “fail” does not mat-
ter. The highest value will be treated as a “pass”. Also, it must 
be noticed that cases that comprise only passes or only failures 
do not have an effect on the test statistic. X can be cell array 
of (two different) strings (e.g., ‘0’ and ‘1’).[18,19] The Q test re-
turns a structure with the following fields, which are referred 
in Tables A (1-12):

‘Q’ -- the value of the test statistic

‘df’ -- the degrees of freedom of the test

‘Fail’ -- the value regarded as a fail

‘Pass’ -- the value regarded as a success

‘Npass’-- the sum of successes for each column 

Table 1: The Ranking of Sciences’ Keywords According to Q Test.

Rank Keywords of Sciences Q Test

1 Medicine 129.1111

2 Biochemistry 108.3196

3 Physics 91.6292

4 Business 85.6196

5 EarthScience 84.276

6 Mathematics 82.7826

7 Social Sciences 78.2545

8 Computer Science 72.6108

9 Energy 55.5882

10 Engineering 52.5459

11 Materials Science 42.3569

12 DecisionSciences 38.894

Table 2: Weekly Appearance of Stationary Pics for Keyword (Computer 
Science) Over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks 

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 0 0 0 0 0 0 61

0 0 0 0 0 42 0 0

0 0 0 0 0 44 0 0

0 0 0 0 0 45 0 63

0 0 0 0 0 42 0 61

0 0 0 0 0 45 0 0

0 0 0 0 0 0 0 61

0 0 0 0 0 43 0 63

2 0 0 0 0 0 0 62

0 0 0 0 0 0 0 62

0 0 0 0 39 0 0 61

0 0 0 0 39 0 0 0

0 0 0 0 0 44 0 61

0 0 0 0 0 43 0 63

0 0 0 0 0 46 0 0

0 0 0 0 0 44 0 63

0 0 0 0 0 44 0 0

0 0 0 0 0 47 0 63

0 0 0 0 0 44 0 0

0 0 0 0 0 41 0 0

Npass

1 0 0 0 2 14 0 12

Cochran’s Q Test

H P Q df fail pass Neff

1 4.3776e-13 72.6108  7 0 1 20
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Table 3: Weekly Appearance of Stationary Pics for Keyword (Engineer-
ing) Over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks 

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 0 20 0 0 0 0 62

0 9 0 29 0 0 0 0

0 0 23 0 0 0 0 0

0 0 20 0 0 0 0 62

0 0 24 0 0 0 0 63

2 0 22 0 0 0 0 63

0 0 18 0 0 41 0 61

0 0 22 0 0 0 0 0

0 0 18 0 0 0 0 63

0 16 0 0 0 0 0 0

2 0 0 26 0 0 0 60

0 0 20 0 0 0 0 63

0 0 20 0 0 0 0 61

0 0 0 27 0 0 0 0

0 0 0 29 0 0 0 61

0 0 22 0 0 0 0 62

0 0 24 0 0 0 0 63

4 0 0 26 0 0 0 0

0 0 0 0 34 0 0 62

0 0 21 0 0 0 0 62

Npass

3 2 13 5 1 1 0 14

Cochran’s Q Test

H P Q df fail pass Neff

1 4.5569e-
09

52.5459  7 0 1 20

Table 4: Weekly Appearance of Stationary Pics for Keyword (Math-
ematics) Over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 6)

3 0 0 0 0 42 0 62

7 0 0 0 39 0 0 0

7 0 0 0 40 0 0 62

8 0 0 0 36 0 0 0

6 0 0 0 40 0 0 62

7 0 0 0 36 0 0 0

5 0 0 0 0 41 0 63

7 0 0 0 37 0 0 0

5 0 0 0 0 42 0 62

8 0 0 0 0 41 0 0

6 0 0 0 0 42 0 62

7 0 0 0 38 0 0 0

5 0 0 0 0 41 0 63

7 0 0 0 36 0 0 0

6 0 0 0 40 0 0 62

5 0 0 0 0 41 0 63

4 0 0 0 0 42 0 62

7 0 0 0 38 0 0 0

6 0 0 0 0 42 0 62

6 0 0 0 39 0 0 63

Npass

20 0 0 0 11 9 0 12

Cochran’s Q Test

H P Q df fail pass Neff

1 3.7748e-
15

82.7826  7 0 1 20

‘Neff’ -- the number of effective cases (i.e., the number of 
cases that does show differences on the K observations).

Step 7: Consequently, the results of the Cochran’s Q Test are 
ranked in order to be predicted the non-stationarity feature of 

Figure 2: The Time Series of Subject Areas According to Google Trends.
Figure 3: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Computer Science.
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each keyword (see Table 1). 

CONCLUSION AND LIMITATIONS

In this paper, the potential to extract periodical non-station-
arity feature which is exhibited in sstwelve google trend data 
(Time series) are investigated. In more details, the keyword 
“science” which is the most common label of CS research is 
investigated.[4] The collected terminology took placed by pre-
vious relevant research.[15] The metric of the non-stationarity 
distance is adopted because it consists of a significant factor in 
the Prediction and Classification of Non-stationary categori-
cal time series.[10] In more details, keyword’s time series is ana-
lyzed in levels or differences. The calculation of the stationary 
distance is obtained by an appropriate transformation of a new 
algorithm.[12,13] which based in a self-correlation procedure us-
ing the Dynamic Time Warping (DTW) algorithm. Then 
a new Stationary distance time series is generated using the 

Figure 4: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Engineering.

above algorithm. The observation of this generation showed 
that each keyword presents a variant periodicity. Further-
more, the positions of the local (non) stationary pics in eight-

Table 5: Weekly Appearance of Stationary Pics for Keyword (Social 
Sciences) Over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks

(0 8) (8 16) (16 24) (24 32)
(32 
40)

(40,48)
(48 
56)

(56 
64)

0 0 0 0 0 41 0 62

6 0 0 0 0 43 0 62

2 0 0 0 0 41 0 62

0 9 0 0 0 41 0 63

4 0 0 0 0 42 0 62

3 0 0 0 0 0 0 62

7 0 0 0 0 41 0 62

3 0 0 0 0 0 0 62

4 0 0 0 0 41 0 62

0 9 0 0 0 41 0 63

5 0 0 0 0 41 0 62

0 9 0 0 0 42 0 0

0 0 0 0 0 42 0 62

0 9 0 0 0 41 0 63

4 0 0 0 40 0 0 62

3 0 0 0 0 0 0 63

5 0 0 0 40 0 0 62

7 0 0 0 37 0 0 0

7 0 0 0 0 41 0 62

8 0 0 0 0 42 0 62

Npass

14 4 0 0 3 14 0 18

Cochran’s Q Test

H P Q df fail pass Neff

1 3.1197e-
14 78.2545  7 0 1 20

Table 6: Weekly Appearance of Stationary Pics for Keyword (Medicine) 
over the Past Five Years in all Categories- Worldwide Via Web Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 12 0 0 0 42 0 63

0 13 0 0 0 46 0 63

0 11 0 0 0 42 0 63

0 13 0 0 0 44 0 63

0 12 0 0 0 41 0 63

0 12 0 0 0 44 0 63

0 11 0 0 0 41 0 63

0 12 0 0 0 45 0 0

0 11 0 0 0 41 0 63

0 12 0 0 0 41 0 0

0 10 0 0 0 45 0 0

0 12 0 0 0 44 0 63

0 11 0 0 0 45 0 0

0 13 0 0 0 46 0 63

0 11 0 0 0 41 0 63

0 12 0 0 0 41 0 63

0 12 0 0 0 42 0 63

0 13 0 0 0 42 0 63

0 12 0 0 0 42 0 63

0 14 0 0 0 45 0 63

Npass

0 20 0 0 0 20 0 16

Cochran’s Q Test

H P Q df fail pass Neff

1 0 129.1111  7 0 1 20
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Table 7: Weekly Appearance of Stationary Pics for Keyword (Decision 
Sciences) Over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 0 0 0 33 0 55 0

3 0 0 0 0 0 0 60

0 15 0 0 0 0 0 0

3 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 60

0 11 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 61

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 60

0 12 0 0 36 0 0 62

3 0 0 0 0 0 0 60

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 61

0 12 0 0 0 0 0 0

3 0 0 0 0 0 0 61

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 61

Npass

9 4 0 0 2 0 1 9

Cochran’s Q Test

H P Q df fail pass Neff

1 2.0476e-
06

38.8940 7 0 1 20

Table 8: Weekly Appearance of Stationary Pics for Keyword (Business) 
Over the Past Five Years in all Categories- Worldwide Via Web Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 0 0 0 35 0 0 61

0 0 0 0 0 42 0 61

0 0 0 0 0 41 0 61

7 0 0 0 38 0 0 62

6 0 0 0 40 0 0 60

0 0 0 0 0 43 0 62

0 0 0 0 0 42 0 62

0 0 0 0 0 42 0 62

6 0 0 0 40 0 0 60

8 0 0 0 39 0 0 62

0 0 0 0 40 0 0 61

0 0 0 0 36 0 0 63

0 0 0 0 35 0 0 61

0 0 0 0 37 0 0 63

3 0 0 0 40 0 0 62

0 0 0 0 36 0 0 63

0 0 0 0 0 43 0 61

0 0 0 0 39 0 0 62

0 0 0 0 0 41 0 61

0 0 0 0 37 0 0 63

Npass

5 0 0 0 13 7 0 20

Cochran’s Q Test

H P Q df fail pass Neff

1 9.9920e-16 85.6196 7 0 1 20

Figure 5: The depiction of the twenty training procedure of the algorithm 
in the keyword Mathematics.

Figure 6: The depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Social Sciences.
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Figure 7: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Medicine. 

Table 10: Weekly Appearance of Stationary Pics for Keyword (Materials 
Science) over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

5 0 0 0 0 41 0 62

0 0 0 0 0 0 0 62

0 0 20 0 0 0 0 0

0 12 0 0 0 0 0 0

3 0 0 0 0 41 0 61

0 9 0 0 35 0 0 62

0 0 0 0 0 41 0 62

0 13 0 0 0 41 0 63

2 0 0 0 0 41 0 61

0 0 20 0 0 0 0 0

3 0 0 0 39 0 0 62

0 11 0 0 0 0 0 0

2 0 18 0 0 41 0 61

2 0 17 0 0 41 0 0

5 0 0 0 0 41 0 62

0 10 0 0 37 0 0 62

8 0 0 0 0 41 0 62

0 16 0 0 0 0 0 63

2 0 0 0 0 41 0 61

2 0 0 0 39 0 0 63

Npass

10 6 4 0 4 10 0 15

Cochran’s Q Test

H P Q df fail pass Neff

1 4.4387e-07 42.3569 7 0 1 20

Table 9: Weekly Appearance of Stationary Pics for Keyword 
(Biochemistry) over the Past Five Years in all Categories- Worldwide 
Via Web Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 11 0 0 40 0 0 62

0 14 0 0 0 41 0 62

0 11 0 0 38 0 0 63

0 12 0 0 40 0 0 62

0 11 0 0 38 0 0 62

0 12 0 0 40 0 0 63

0 14 0 0 0 0 0 62

0 14 0 0 0 41 0 63

0 9 0 0 40 0 0 62

0 13 0 0 0 41 0 63

0 11 0 0 35 0 0 62

0 11 0 0 40 0 0 62

0 10 0 0 39 0 0 63

0 11 0 0 39 0 0 62

0 14 0 0 0 0 0 62

0 10 0 0 39 0 0 62

0 12 0 0 0 0 0 62

0 14 0 0 0 41 0 62

0 11 0 0 38 0 0 62

0 12 0 0 0 42 0 62

Npass

0 20 0 0 12 5 0 20

Cochran’s Q Test

H P Q df fail pass Neff

1 0 108.3196 7 0 1 20

Figure 8: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Decision Sciences. 
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Table 11: Weekly Appearance of Stationary Pics for Keyword (Physics) 
over the Past Five Years in all Categories- Worldwide Via Web Search.

Weeks

(0 8) (8 16) (16 24) (24 32)
(32 
40)

(40,48) (48 56) (56 64)

0 10 0 0 38 0 0 0

0 10 0 0 38 0 0 0

0 9 0 0 40 0 0 62

0 10 0 0 37 0 0 0

0 11 0 0 39 0 0 63

0 10 0 0 38 0 0 0

6 0 0 0 38 0 0 63

0 9 0 0 33 0 0 0

0 10 0 0 39 0 0 0

0 9 0 0 34 0 0 0

0 10 0 0 0 41 0 63

0 9 0 0 38 0 0 0

0 10 0 0 38 0 0 63

0 10 0 0 38 0 0 0

7 0 0 0 39 0 0 62

0 9 0 0 36 0 0 63

0 10 0 0 39 0 0 63

0 11 0 0 38 0 0 0

0 10 0 0 0 41 0 63

0 10 0 0 37 0 0 0

Npass

2 18 0 0 18 2 0 9

Cochran’s Q Test

H P Q df fail pass Neff

1 1.1102e-16 91.6292 7 0 1 20

Table 12: Weekly Appearance of Stationary Pics for Keyword (Earth 
Science) over the Past Five Years in all Categories- Worldwide Via Web 
Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56)
(56 
64)

5 0 0 0 0 43 0 63

6 0 0 0 37 0 0 0

6 0 0 0 0 41 0 62

3 0 0 0 0 41 0 63

6 0 0 0 38 0 0 62

4 0 0 0 38 0 0 63

6 0 0 0 0 42 0 63

3 0 0 0 0 41 0 63

5 0 0 0 0 41 0 0

2 0 0 0 35 0 0 0

6 0 0 0 0 41 0 63

6 0 0 0 0 42 0 63

5 0 0 0 0 43 0 63

8 0 0 0 40 0 0 0

6 0 0 0 36 0 0 0

5 0 0 0 37 0 0 0

8 0 0 0 37 0 0 0

6 0 0 0 0 42 0 63

6 0 0 0 38 0 0 62

3 0 0 0 0 41 0 63

Npass

20 0 0 0 9 11 0 13

Cochran’s Q Test

H P Q df fail pass Neff

1  1.8874e-
15

84.2760 7 0 1 20

Table 13: Weekly Appearance of Stationary Pics for Keyword (Energy) 
over the Past Five Years in all Categories- Worldwide Via Web Search.

Weeks

(0 8) (8 16) (16 24) (24 32) (32 40) (40,48) (48 56) (56 64)

0 14 0 0 0 0 0 63

0 11 0 0 37 0 0 62

0 11 0 0 38 0 0 63

0 14 0 0 0 41 0 62

0 11 0 0 38 0 0 63

0 0 19 0 0 43 0 62

0 11 0 0 40 0 0 0

0 10 0 0 37 0 0 62

0 0 0 0 36 0 0 61

0 13 0 0 39 0 0 63

7 0 0 0 0 41 0 62

0 14 0 0 37 0 0 62

0 0 0 0 38 0 0 61

0 0 21 0 0 42 0 62

0 16 0 0 0 41 0 63

0 10 0 0 37 0 0 62

0 0 17 0 0 42 0 63

0 12 0 0 39 0 0 63

0 11 0 32 0 0 0 63

2 0 21 0 0 44 0 62

Npass

3 11 4 1 11 8 0 19

Cochran’s Q Test

H P Q df fail pass Neff

1 1.1398e-
09

55.5882 7z 0 1 20
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are ranking in the top of the user’s preference followed by 
Physics, Mathematics and Social Sciences, while the emerging 
sciences such as Material Science are in the last rank positions.
As a plan in the future will be designed, an extension of this 
work for entering more of conditioned time series including the 
metrics like visits, page views, bounce rate, pages/visit, new visits 
and average time on site.[20] This involves studying more sophis-
ticated time series processing and template matching techniques.

week periods are investigated using an 8th order polyonym 
model. The statistical evaluation of the locally collected pics 
attempted to obtain a significant chance rate of the adjacent 
elements using the non-parametric Cochran’s Q test. Accord-
ing to the ranking of the selected keywords of Τable 1 which 
are extracting via Cochran’s Q test, it is ascertained that this is 
in agreement with recent research.[4] This agreement leads to 
the conclusion that the Medicine and Biochemistry sciences 

Figure 10: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Biochemistry. 

Figure 12: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Physics.

Figure 13: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Earth Science.

Figure 14: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Energy.

Figure 9: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Business.

Figure 11: The Depiction of the Twenty Training Procedure of the Algo-
rithm in the Keyword Material Sciences.
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the theory of chaotic nonlinear dynamical systems. Technical Report ORNL/TM-
13115, Oak Ridge National Laboratory, Oak Ridge, TN 37831. 1995

9.  Downing DJ, Fedorov VV, Lawkins WF, Morris MD, Ostrouchov G. Large data 
series: Modeling the usual to identify the unusual. Computational statistics and 
data analysis. 2000;32(3-4):245-58.

10.  Fokianos K, Kedem B. Prediction and classification of non-stationary categorical 
time series. Journal of Multivariate Analysis. 1998;67(2):277-96.

11.  Hall P, Heyde CC. Martingale limit theory and its application. Academic Press. 
2014

12.  Poulos M. Determining the Stationarity Distance via a Reversible Stochastic 
Process. PloS One. 2016;11(10):e0164110.

13.  Poulos M. Definition text’s syntactic feature using stationarity control. In In-
formation, Intelligence, Systems and Applications (IISA), 2017 8th International 
Conference on IEEE. 2017;1-5.

14.  Sharifdoost M, Mahmoodi S, Pasha E. A statistical test for time reversibil-
ity of stationary finite state Markov chains. Applied Mathematical Sciences. 
2009;52:2563-74.

15.  DiBella E, Leporatti L, Maggino F. Big data and social indicators: Actual trends 
and new perspectives. Social Indicators Research. 2017;1-10.

16.  Salvador S, Chan P. Toward accurate dynamic time warping in linear time and 
space. Intelligent Data Analysis. 2007;11(5):561-80.

17.  Cortez P, Rio M, Rocha M, Sousa P. Multi-scale Internet traffic forecasting using 
neural networks and time series methods. Expert Systems. 2012;29(2):143-55.

18.  Zar JH. Biostatistical analysis. Pearson Education India. 1999
19.  Jos X. Cochran Q Test - version 1.0.0.0 (3.43 KB), Cochran’s Q Test on dichoto-
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